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1
Introduction

1.1 Background

We live in a world of changes. Things change, a statement that is as true as ever in the corporate world. It is a simple statement, yet its implications are truly profound for the reason that we cannot perfectly foresee change. Uncertainty about the future is an ever-present aspect of decision-making.

Some see the enormous growth of the derivatives markets in the past 20 years as a sign of our times. Uncertainty is what drives the value of derivatives, and, the argument goes, the thriving of derivatives markets is telling us that the world is a highly volatile and uncertain place, where often little is known about the future.
   

One implication of the fact that the future is uncertain is that information has value. Knowing more gives us a better shot at making the right decision. One way to gain more information, is to wait and let time reveal more about some variables that are important to our decision.
  There is also a strategic aspect: Having information that no one else has access to gives a decision-maker an edge over less informed individuals. 

Another implication is that flexibility has value. If we are, for some reason, able to change our course of action at some point down the road, a bad decision may not be a terrible one, and a good one may turn out to be a great one. Flexibility means that it is possible for us to make or change decisions in the future as new information becomes available, when the source of uncertainty reveals more about itself.

1.2 Problem Statement

The issues of uncertainty, information and flexibility are evidently important when we wish to evaluate the decision of whether to invest or not. We are interested in assessing the value of an investment opportunity in order to make the right decision. The value of the investment will be a function of the flexibility inherent in the project or asset we are about to invest in, the information we have at the time of the valuation, and the uncertainty about key variables.

One way to evaluate capital investments is the so-called NPV-method, which has us making an estimate of the cash flows we expect to get were we to go ahead with the project, and discount them to adjust for the time value of money and risk.
 The basic rule says that if the NPV is a positive number, the investment should be given the go-ahead. For a number of reasons this approach has fallen from grace, the main one being that it fails to incorporate flexibility on part of the decision-maker, therefore falling short of being an accurate model of reality.
   

To remedy this shortcoming, academics realized that projects could be seen as opportunities, but not obligations, to invest. Based on this analogy they turned to financial options theory and began incorporating the techniques for valuing financial options into corporate capital budgeting, which has led to the establishment of real options theory. 

The analogy has been very successful and is currently attracting a huge amount of interest from researchers as well as practitioners. The consensus is growing, however, that the analogy is lacking in one vital respect, namely that competition affects the value of real options in a way that has no natural equivalence in the case of financial options.
 

The bias in real options theory has been towards situations where a) the firm has a monopoly over an investment situation and b) the product market is perfectly competitive.
 In a monopoly there is, by definition, no strategic considerations, and perfectly competitive product markets means that the investment affects neither price nor market structure.
 In the real world, these conditions seem to be the exception rather than the rule.    

The attention is turning to game theory, which appears tailor-made for analyzing competition – after all, it is a theory about strategic interaction. In game theory, for its part, issues of preemption and strategic advantages through, for example, cost effectiveness, has been an intensively researched field of study for many years. But little research has been carried out with regard to how exogenous uncertainty impacts these strategic considerations.
 

Thus the search is on for ways to incorporate competition into real options analysis. But exactly how should this be done? At a first glance, these theories do not seem to have much in common. And they both seem to be overwhelmingly mathematical, so the mere thought of integrating them can clearly be intimidating. Yet, the integration should preferably be done without sacrificing too much of the underlying intuition that capital investment opportunities can be seen as options.
 

1.3 Purpose

In this essay I propose a way to model the opportunity cost of waiting using game theory that can be integrated into the binomial model for options pricing. My hypothesis is that the opportunity cost can be derived from seeing the capital investment as a game of incomplete information, and that this cost can in turn be modeled in much the same way dividends are modeled in options pricing.

1.4 Who is this essay intended for?

This essay is directed to economics students at Bachelor’s or Master’s Level, especially those with an interest in the theory and application of real options theory.

All the necessary concepts and definitions from both theories are included in the essay to make it possible to those new to these theories to understand the topics discussed. Of course, providing the definitions and basic theory is of little value to those readers who are already involved in the subject, and they could read chapter 5 only.  




2 Method

2.1 Game Theory for Modeling Competition

It is recognized that what real option theory is lacking is a way to acknowledge the presence of competition and how this influences the value of a real option. The way I see it, there are three available options for modeling the competitive aspect of capital investment.

· Corporate Strategy

· Micro-economic Theory

· Game Theory

It is my understanding that corporate strategy-literature does not have a reasonably objective framework for modeling an investment situation. There is a profusion of texts available on how to gain an edge over competitors, but they don’t deal with predictions about how a specific investment situation might unfold. So obviously, this would be a dead end.

Traditional micro-economic theory does indeed offer a framework for modeling different types of markets and investment decisions. But historically micro-economic theory has focused its attention on two extreme types of markets, namely monopoly and perfect competition.
 Here, strategic interactions play no part of the analysis. In monopoly by definition, and in perfect competition because it is unrealistic to assume that a player should be able to keep track of all its competitors.

Game theory, on the other hand, it a theory that has been developed precisely to deal with strategic interactions. In a situation where strategically aware players interact, and the circumstances are well enough understood, game theory can be used to predict the outcome of the game in question. What is more, game theory has solutions concepts that are very appealing because they allow for a neutral, logic-based way to derive a prediction of how the game will be played. 

Given these facts it is clear that the most promising route is offered by game theory, which is why this essay will try to analyze how it can be integrated with real options theory. It should be said, however, that the distinction between Micro-economic theory and game theory is probably not relevant today, because game theory is actually a sub-field of Micro-economics.

2.2 Options Pricing as Opposed to Options Analysis

There is a distinction between options analysis and actual options pricing. Options pricing is a very exact science, usually highly mathematical, aimed at assessing a given investment’s true value by way of an argument that says there are no arbitrage opportunities in financial markets.

Options analysis is can also be carried out without the link to financial markets. Game theory, for example, deals with entry as well as exit options, and it is possible to analyze quite complex options within its framework.
 Decision tree analysis is another tool for analyzing options, but it fails to give an accurate valuation of the project due to incorrect assumptions about the discount rate.
 This has to do with the fact that it assumes a constant discount rate under all scenarios in the tree, even though the risk of the project changes as the value of the underlying project changes.
 The higher the levels of cash flows that the project is throwing off, the less risky it will be as an investment.  

The main difference between options pricing and options analysis, in my interpretation, is that the former has a strong link to financial markets and the arbitrage argument. It is a neutral, market-based way to value a derivative. In this essay I will try to keep as strictly as possible to option pricing. Although there may be very few real world situations where such a model would apply, I think it has the benefit of necessitating strict model building that will clarify the principles at work. Also, thanks to the Marketed Asset Disclaimer – approach, it is possible to value project even if there is no apparent link between the project and a traded security.

2.3 The Choice of Literature in This Essay

This essay has a special interest in discussing games of incomplete information. The material in the chapter on game theory has been chosen accordingly, only presenting bits of the theory that are relevant to these particular applications. These include backward induction, games of perfect information and games of imperfect information.

Also, the game theoretic solution concepts - Nash equilibrium, Dominant Strategy, and IEDS - will be given some attention. This is because they are based on impeccable logic and self-interested behavior. This is a plus since we are trying to connect game theory with the very precise science of options pricing. It is preferable not to get too subjective, because then the valuation arrived at will be more questionable.

As for options theory, I will focus entirely on the binomial pricing model rather than Black & Scholes. The reason is that the binomial model is much more intuitive, which is a stated goal of this essay. It also shares the backward induction principle with game theory and allows us to see very clearly what it is we are doing at every step. 

Given the reliance on arbitrage arguments, some sections will be devoted to describing these principles. Also, since the hypothesis is to model competition as an opportunity cost, I will go to some length to describe how dividends are treated in the binomial model.

The option that will receive almost all attention is the option to defer. Therefore one section will be devoted entirely to describing the principles behind this type of investment situation.

The theory-chapters are thus not intended as stand-alone introductions to either theory. It is assumed that the reader is already familiar with these theories and will therefore only describe the parts of them relevant to testing the hypothesis.

2.4 On the Level of Mathematics

Ito Calculus, a high level sub-field of mathematics, dominates the field of options pricing. Game Theory, in its purest form, also makes use of highly abstract mathematics. An integration of the two would seem to suggest that there is going to be some pretty heavy mathematics involved. 

Nonetheless, you will find very little of that in this essay. The main reason is that the essay is intended simply to map out an area that has not been fully explored. Not much has been written on the subject and even less, of course, in a way that stresses intuition and logical reasoning over hard-core mathematics and micro-economic models. (For a dose of the latter, consult the book Game Choices). 

The benefit of mathematics is that it is a wonderful way to prove things. If a proposition can be proved mathematically, it will carry an awful lot more weight than just a simple claim that “this-is-so”. I have tried to provide some type of validation for some of the propositions in the essay, but they are “wordy” as opposed to strict. This leaves one unsure if these are general principles or just something that seemed right given the lines of reasoning I had in my head at the time of writing.     

Either way, the essay should be viewed as an attempt to explore a relatively new area of research and consolidate some of the principles at work. As of today, the integration of the two is probably long ways away from having any influence in industry. But for those interested, this essay could be an introduction to some of the insights that the merging of these theories hold the potential to produce.




3 Game Theory

3.1 The Basics

Game theory is the study of rational choices by players whose payoffs depend on each other’s actions and who recognize this fact. Strategic thinking has been described as “the art of outdoing an adversary, knowing that the adversary is trying to do the same to you”.
 

For a game to be analyzed we need to specify the rules of a game. The rules of a game answer the questions:

· Who is playing?

· What are they playing with?

· When does each player get to move?

· How much do they stand to gain (or loose)?
Here will follow a number of definitions that in closer detail describes the nature of the rules of the game.

Definition 3.1 Players

The players are the individuals who make decisions. Each player’s goal is to maximize his utility by choice of actions

Definition 3.2 Nature

Nature is a non-player who takes random actions at specified points in the game with specified probabilities.

Definition 3.3 Action

An action or move by player i is a choice he can make

Definition 3.4 Strategy

A strategy is a rule that tells a player which action to choose at each instant of the game

Definition 3.5 Payoff

The payoff is the utility the player receives after all players and Nature have picked their strategies and the game has been played out.

Three other essential elements of a game are information, outcomes and payoffs.

Definition 3.6 Information set

A players information set at any particular point of the game is the set of different nodes in the game tree that he knows might be the actual node, but between which he cannot distinguish by direct observation

Definition 3.7 Outcome

The outcome of the game is a set of interesting elements that the modeler picks from the values of actions, payoffs, and other variables after the game is played out

Definition 3.8 Equilibrium

An equilibrium S* = (s*1, …, S*n) is a strategy combination consisting of a best strategy for each of the n players in the game

The following definition will also be useful

Definition 3.9 Node

A node is a point in the game at which some player or Nature takes an action, or the game ends

In game theory common knowledge of the rules is assumed. This means that Player A knows the rules, and he knows that Player B knows that he knows, and in turn Player B knows that player A knows that he knows and so on ad infinitum.

It is also assumed that players are rational decision-makers trying to maximize their utility. The utility should incorporate everything the player cares about in the game. For example, a player may care not only about monetary amounts but also about the wellbeing of others.

The rules of the game are described pictorially in either the extensive form or strategic form. The extensive form has the same appearance as a decision tree, with the difference that it has different player’s making decisions at the nodes in the tree rather than just a single decision-maker.

3.2 Solution concepts

3.2.1
Dominant Strategy Solution and IEDS Solution

When we look for the solution of a game, that is, how we expect the game to be played, one possible solution is to look for dominant strategies. If a player has a dominant strategy it means that this strategy earns him a better payoff than all his other strategies regardless of what strategies the other players in the game use. The formal definition is

Definition 3.9 Dominant strategy 

Strategy S’i strongly dominates all other strategies of player i if the payoff to S’ is strictly greater than any other strategy, regardless of which strategy is chosen by the other player.

Since we know that a player with a dominant strategy will choose this strategy, all other players will be expected to choose the strategy that maximizes their payoffs given that the dominant strategy is used. A player with a dominant strategy can ignore strategic complications such as “What will the other players do?” and “How will that affect my payoff?”

Dominance can also be weak, so that an alternative dominance definition is the following

Definition 3.10 Alternative dominance definition

A strategy S*i is dominated by another strategy S’i if the latter does at least as well as S*i against every strategy of the other players, and against some it does strictly better, such that

(i (S’i, S-i) ( (i (S*i, S-i) 
    
 for all S-i 

(i (S’i, S”-i) ( (i (S*i, S”-i)     
for some S”-i
Either of these two things has to be true

i. There may be a dominant strategy. All remaining strategies are then dominated.

ii. There may not be a dominant strategy, but there has to be at least one undominated strategy.

A strategy is undominated if it is not dominated by any other strategy. In the case where there is no dominant strategy, we can eliminate dominated strategies. This logic can lead to a chain reaction because once a strategy is eliminated there is a new relevant game in which a player may find that certain of his strategies, that originally were not dominated, are now in fact dominated. This procedure is called Iterated elimination of dominated strategies (IEDS).

Definition 3.11 Iterated Dominant Strategy Equilibrium

An iterated dominant strategy equilibrium is a strategy combination found by deleting a weakly dominated strategy from the strategy set of one of the players, recalculating to find which remaining strategies are weakly dominated, deleting one of them, and continuing the process until only one strategy remains for each player

Dominant strategy and IEDS solutions are appealing because of their simplicity. However, many games do not have such solutions. 

3.2.2
Nash Equilibrium

Now we take the step to assuming we have an idea about what the other players are going to do. What we are interested is in how our strategies perform against this known strategy.  

A strategy is a best response if it does better than any of a players other strategies when played against his guess about the opponents’ strategy. If all players have guessed correctly and played their best strategies, none would have an incentive to switch strategy and we have what is known as Nash Equilibrium.

Definition 3.12 Best response strategy

A strategy S*i is a best response to a strategy vector S*-i of the other players if

(i (S*i, S*-i) ( (i (Si, S*-i) for all Si
That is, S*i is a dominant strategy provided that the other players play S*-i. So what we need at this point is a condition such that player i’s guess is right (and all other players’ guesses as well). This leads us to the definition of Nash Equilibrium.

Definition 3.13 Nash Equilibrium

The strategy vector S* = S*1, S*2, …, S*N  is a Nash Equilibrium if (i (S*i, S*-i) ( (i (Si, S*-i) for all Si and all i

This condition includes the two requirements of a Nash Equilibrium:

i. Each player must be playing a best response against a conjecture

ii. The conjectures must be correct

A Nash strategy only has to be a best response to the other Nash strategies, not to all possible strategies. This is the equilibrium concept most commonly used in game theory, because although less obviously correct than dominant strategy equilibrium it is more often applicable.

3.3 Information and Uncertainty in Game Theory

Information and uncertainty are in many cases two vital components of a game. It is worth spending some time clarifying how these factors influences the game theoretic analysis, especially since uncertainty is the key driver of an option’s value. 

There are several distinctions regarding information in game theory. They have been summarized below.

Perfect information vs. imperfect information. The difference is that in the former, all moves in the game occur in a strict order of play whereas in the latter at one or more nodes in the game moves may occur simultaneously. 

Symmetric information vs. asymmetric information. In a symmetric information game, no player has an informational advantage over the other players when he moves.

Complete information vs. incomplete information. In a game of complete information, nature does not move first, or her initial move is observable to all players.

Some of these concepts are very important to the ideas in this thesis, so they will be looked into more in detail in the sections that follow. 

Another useful distinction in game theory is the following.

Games of certainty vs. games of uncertainty. A game of certainty has no moves by nature after any player moves.

3.4 Games of Perfect Information

We will begin this section with the definition.

Definition 3.15 Game of perfect information

A game of perfect information is an extensive form game with the property that there is exactly one node in every information set

In such a game, each time a player has to move she knows exactly the entire history of choices that were made by all previous players. We note that if moves are made simultaneously at any node, it is not a game of perfect information. Also, all players observe Nature’s moves before making any decisions.

In a game of perfect information, what is a reasonable prediction about play? We rely on what is called sequential rationality and backward induction. The principle of backward induction means that we start at the end of the tree and fold it one step at a time using utility-optimizing as prediction for play. That is, each player at each instant is supposed to take the action that maximizes his benefit.

Backward induction is a general solution concept for games of perfect information. Kuhn’s Theorem tells us that every finite game of perfect information has a backward induction solution and that if for every player it is the case that no two payoffs are the same there is a unique solution.

3.5 Games of Imperfect Information

A game in extensive form that is not a game of perfect information is called a game of imperfect information. The distinguishing feature is that the extensive form contains one or more sub-games that involve simultaneous moves.

A sub-game is a collection of nodes and branches with the properties that:

· It starts at a single node

· It contains every successor to this node

· If it contains any part of an information set, it contains all nodes in that information set
In trying to find a solution to a game of imperfect information we are seeking to establish what future behaviors are credible. In a game of perfect information the credibility of a strategy can be examined at any node by asking if it is in that players best interest to do what the strategy states. In a game of imperfect information it is the credibility of a group’s decision that has to be judged and this is done by checking whether the strategy constitutes a Nash Equilibrium in that sub-game.

The sub-game perfect (Nash) equilibrium-solution to a game is defined as follow

Definition 3.16 Sub-game perfect Nash Equilibrium

A pair of strategies is a sub-game perfect (Nash) equilibrium if the strategies, when confined to any sub-game of the original game, have the players playing Nash Equilibrium within that sub-game.

The procedure is to start with a final sub-game (a sub-game that ends only in terminal nodes) and determine the Nash equilibrium within that sub-game. Doing the same with all final sub-games and working backwards to find Nash Equilibrium in every sub-game of the tree all the way back to the initial node. 

3.6 Games of Incomplete Information

3.6.1
Introduction

The definition of a game with incomplete information is

Definition 3.17 Game of Incomplete Information

A game of incomplete information is one in which players do not know some relevant characteristics of their opponents, which may include their payoffs, their available options and even their beliefs.

Restated, games with incomplete information are what we are dealing with when a player is unsure about the rules of a game.

· Who are the other players?

· What are their strategies?

· What are their preferences (payoffs)?
This type of uncertainty is often expressed in terms of not knowing the other player’s type. 

There are four levels of complexity.

i. I don’t know the other player’s type but it doesn’t matter because the other player has a dominant strategy regardless of his type.

ii. I don’t know the other player’s type but this time it matters because my payoffs depend on which type he is and he will have different dominant strategies depending on his type.

iii. I don’t know the other player’s type and it matters which type he is, but this time around he only has a dominant strategy in one of the cases.

iv. I don’t know the other player’s type and it matters which type he is, and this time around he doesn’t have a dominant strategy in any of the cases. 

In terms of solution, the first is simply a case of choosing my best response. The second can be solved by assigning probabilities to each possible type, that is, with probability q he is type 1 and with probability 1-q he is type 2. I choose the strategy that gives the highest expected payoff. 

The third is even more complicated because even if he is, say, type B, I cannot predict his strategy in that case because the likelihood of each action depends on his guess about my intentions. The fourth case is the most complicated because regardless of his type I need to predict his actions, which in turn will depend on what he is predicting about my actions.

3.6.2
Bayes Nash Equilibrium

There are three basic assumptions.

i. Player B knows her preferences, meaning that she knows whether she is type 1 or 2.

ii. Player A doesn’t know which type player B is and attaches a probability q that she is type 1 and probability 1-q that she is type 2.

iii. Player B knows Player A’s estimate of these probabilities.

The third point is the somewhat controversial assumption of a common prior. It is irrelevant whether Nature actually makes the moves with probability q and 1-q as long as they are common knowledge. To solve games with incomplete information Harsayani proposed a two-step procedure.

Step 1
Turn the game of incomplete information into a game of imperfect information.

Step 2
Use Nash Equilibrium as the solutions concept

Step 1 means that we make the following reinterpretation of the game: Nature makes the first move and decides the type of Player B. Now all the players have the same ex-ante knowledge about the rules of the game: it is therefore a game of complete information. In incomplete information games, the resulting Nash Equilibrium is given a special name: Bayes-Nash Equilibrium.




4 Option Theory

4.1 Some Notation

In the following chapters, some notation will be useful.

S = Stock price

F = Forward price

r = Risk free annual interest rate, continuously compounded

T = Time to maturity

u = up parameter

d = down parameter

c = the price of a European call

C = the price of a American call

p = the risk-neutral probability of an up move in the underlying asset (the underlying)

( = the value of a given portfolio

4.2 The Arbitrage Principle

Since the arbitrage principle is so central to option pricing, in this section I will briefly illustrate its workings. Although the essay is about options, I have for simplicity chosen a forward contract to show how its price can be determined by arbitrage arguments. 

Definition 4.1

Arbitrage is a trading strategy with no initial cash flow and with positive probability to give a positive cash flow at settlement but without risk of negative cash flow

In efficient markets, such arbitrage doesn’t exist for anything but very small amounts of time. This is because as traders realize the potential for risk free profit, they start very rapidly to bid for the asset causing its price to swing back into parity with other market variables.

To continue, investment assets can be divided into two categories.

· Investment assets. These are assets held by investors for investment purposes only.

· Consumption assets. These are assets that bring some physical benefit to the holder of the asset, such as commodities that have industrial uses.

Since the latter is somewhat more complex to analyze, consider an investment asset such as a stock, whose current price is 50$. The interest rate is 10%. What is a fair price of a forward contract to be settled four months hence? 

Suppose it is 51. Suppose further that an investor who owns the stock sets up the following portfolio:

· Sell the stock in the market and collect 50

· Invests the 50$ in risk free government bonds yielding 10% 

· Buy the forward contract

In four months, his risk free investment will have grown to 50 * e 0.1*(4/12) = 51.7. Under the forward contract, he can repurchase the stock for 51. But since his original 50 have grown to 51.7, he can close out the contract and still come out 0.7$ ahead no matter how the underlying stock moves. The reason is that the forward contract is underpriced relative to the other variables.

Suppose now that the price is 53 instead but that otherwise the situation is the same. An investor could then set up the following portfolio.

· Sell the forward contract

· Borrow 50$

· Buy the stock

In four months, the forward contract enables the investor to sell the stock for 53 regardless of how the stock moves. He must then repay the loan, and this amount will have grown             to 50 * e 0.1*(4/12) = 51.7 (assuming he can borrow at 10%). But this leaves the investor with a profit of 53 – 51.7 = 1.3 in any possible scenario of the stock price. This arbitrage strategy was possible because the forward price was overpriced relative to the other variables.

In can be shown in this way that the only forward price that will prevent such arbitrage strategies is 51.7. Any other price would present investors with arbitrage opportunities. The forward price is therefore given by 



F = Se r * t

4.3 Options: Some Definitions

We now move on to consider options. They differ from forward contracts in that they provide the holder with a beneficial asymmetry: they can choose to exercise the option only if it is to their advantage to do so.

The most common types of options are calls and puts, defined below.

Definition 4.2 European call option

The holder has a right but no obligation to buy the underlying asset at a predetermined time at a predetermined price. The writer has an obligation to sell 

Definition 4.3 European put option

The holder has a right, but no obligation to sell the underlying asset at a predetermined time at a predetermined price. The writer has an obligation to buy.

There are also American options, which are the same as European-type except that the holder can choose to exercise it at any time during the life of the option. Since it is the same in all other regards but also provides this flexibility we have the general result C ( c (see definition section 4.1).

4.4
Option Pricing by Creating a Risk Free Hedge

In this and the following chapter I will try to give an intuitive derivation of the risk neutral pricing methodology. An equivalent approach is to value an option is by constructing a replicating portfolio, whose value is the same as the option’s in every state of the world and by necessity has to have the same value today. I will not review it here because it is generally considered that the risk-neutral methodology is computationally easier.

The idea underlying option pricing is to create a portfolio about whose value there is no uncertainty at the settlement date of the option. Then the argument can be made that, since there is no risk concerning its value at the end date, its return must equal the risk free interest rate.

To see how this works, consider a stock selling at S0. It is known that at time T is value will be either S0u or S0d. The option to be valued is a European call with strike price X, so that its value at time T will be either Cu or Cd. 

To create a risk free portfolio, we consider this portfolio

· A long position in the share

· A short position in the option. 

We now wish to know the size of the position in the share, called the hedge ratio and denoted (, that will make the portfolio risk free over the next short time interval. This means solving for ( in the following identity:

(S0u - Cu = (S0d - Cd
Our risk free portfolio is therefore made up of ( shares and a short position in the option. The portfolio is risk free because if the value of the underlying decreases so will the call option that we have shorted. When the hedge ratio is chosen correctly, the gain/loss from the long position in the stock is completely offset by a corresponding gain/loss on the short position in the call option.

Using formal notation, the hedge ratio is defined as



( = (u-d)S0 / Cu – Cd
But we still do not know the value of the option today. To proceed we check the value of the portfolio in any of the two scenarios, which in the up- case would be 

(S0u - Cu  = (T 

Since the portfolio is risk free, it can be discounted using the risk free interest rate. We then know the present value of the portfolio. Since we now know both the portfolio’s composition and its present value, we can solve for the sole unknown C0, which is the price of the option today. That is,



(S0 – C0 = (Te-rT 

Inserting the definition of the hedge ratio and solving for C0 we obtain



C0 = [pCu + (1 – p) Cd ]e-rT
where p is defined as



p = (er * t – d) / (u – d)

4.5
Option Pricing by Assuming Risk Neutral Investors

The risk neutral methodology assumes that the same value of the option will be obtained in a risk-neutral world as in our own risk-averse world as shown in the previous section. A risk neutral world is one in which investors do not care about risk, meaning that we can assume the two following things.

i. The expected return from all traded securities is the risk free interest rate

ii. Future cash flows can be valued by discounting their expected values at the risk free interest rate 

As it turns out, to value the option assuming risk-neutrality is much simpler. Since it says that all assets are expected to earn the risk free rate, we set the probabilities of an up-move and down-move respectively such that the discounted value of the underlying equals its spot price.

In the example from the previous section, we would set



S0 = [pS0u  + (1-p)S0d]e r* t 

and solve for p, which gives

[4.1]

p = (er * t – d) / (u – d)

Armed with these probabilities, we can now calculate the value of the option as the expected payoff at t = T discounted back to present, or

[4.2]

C0 = [pC0u + (1 – p)C0d]e-r* T
This is exactly the same option value we obtained by creating a risk free portfolio in the previous section. Very simply put, we get the same result because as we move from a risk-neutral world the expected return on a risky asset increases, but this is exactly offset by the increase in the discount factor that comes about because of investors’ aversion to risk. 

That the expected return actually decreases in a risk neutral world can understood from the fact that the risk-neutral probability of an upward move in the underlying is lower than the subjective probability of an upward move in a risk averse world. This of course lowers the expected payoff, but this is compensated for by a lower discount rate (the risk free). 

It is important to note that the risk neutral probabilities are not the actual probabilities of an up or down move in the underlying. Rather, they are the probabilities that would prevail in a risk-neutral world to prevent arbitrage opportunities. The actual probabilities of an up- or downward move does not enter the option valuation formula because they have already been accounted for when valuing the underlying and are thus baked into its current spot price.

4.6 The Stochastic Properties of the Underlying

The question we need to ask at this point is; how do we know the values of u and d? That is, what can be assumed about the future movements in the underlying asset? 

What we need is a mathematical model that describes the development over time of the underlying asset from which the option derives its value. We have two basic possibilities:

i. The underlying takes on values according to a log normal distribution

ii. The underlying takes on values according to a binomial distribution

The former is closely connected to the Black & Scholes formula and option valuation in continuous time (a continuous variable can take any value within a given range). The latter is associated with the binomial model and discrete time option valuation (a discrete variable can take only certain discrete values).

If we assume a multiplicative stochastic process (a Geometric Brownian process) the discrete distribution will converge with the log normal distribution, as the time intervals in the process become infinitesimal. They thus converge in the limit, meaning also that the discrete approximation becomes increasingly imperfect the longer the sub-intervals in the process. 

It is clear that we are interested in a stochastic process – meaning that we don’t know which one of a certain known values that will be realized. The range of values that we assume it can take is associated with the volatility of the asset. 

Consequently, the u and d parameters are chosen so as to match the volatility of the underlying as well as its expected growth rate (. In a risk neutral world the latter changes, but the volatility is the same as when the world is risk averse. So when we model the evolution of the underlying in a risk-neutral world, the lattice will look the same as if we were assuming a risk-averse world (with respect to the possible values of the underlying).

The values of u and d, the multiplicative factors that determine the value of the underlying at the next node in the tree, are not uniquely determined, but one possible choice is:

[4.3]

u = e(((t

[4.4]

d = e-(((t

The most common lattice used to visualize the stochastic development over time of the underlying risky variable is the binomial tree. It shows the values the underlying can take on at every node in the tree (corresponding to a given time period) having assumed up- and down parameters. In the binomial tree the probabilities (usually risk-neutral) of an up- and downward move are also indicated. In Figure 4.1 a one period binomial tree is depicted, although without the lines that usually connect the nodes.

Figure 4.1 Binomial tree
Source: The author

4.7 S0u

p

4.8 S0

1-p

4.9 S0d

Such a lattice has the nice property of being recombining, which means that the value of the underlying after one down-move and one up-move is the same as after one up-move followed by a down-move. Because of this property, the nodes in the middle of the tree will always contain the same value throughout the whole tree.

4.10 Modeling Dividends in the Binomial Tree

Since I later in this essay will attempt to model the alternative cost of the (real) option to defer, I will devote this section to describe how the financial options equivalent, namely dividends, are treated. 

If the underlying asset on which the option is written pays out dividends, the value of the option will be affected. A call option negatively because it lowers the probability of the stock price being in-the-money at the exercise date. A put option positively because it increases the probability of the stock price being in-the-money at the exercise date. 

It is assumed that the value of the stock prices goes down by the exact amount of the dividend at the dividend-date (in the real world, because of taxes, this need not always be so). This has the effect that the binomial tree describing the stock price will no longer be recombining. 

To handle this problem, we note that if the size and time of payment of the dividends are known at the time of valuation, which they are usually assumed to be, this is a non-stochastic part of the underlying’s value because their present value is certain. Therefore the stock price can be divided into two components.  

i. A stochastic component, denoted S*

ii. A known component, the present value of future dividends, denoted I

We can therefore write the price of a dividend-paying stock as



   S = S* + I

which of course also means that S* = S – I. After assuming that the volatility of S* is equal to the volatility of S we can proceed in three steps:

i. Construct a binomial tree for S* with the same up- and down parameters as for S

ii. Add the present value of dividends I to each node in S* (  we get an alternative tree for the underlying stock price

iii. Value the option using this alternative tree. 

The intuition is of course that, in the case of a call option, the dividend lowers the value of the option. We add back I at each node preceding the dividend date, which means that up to that point the value of the option is unaffected, whereas beyond it the option’s value suffer a loss from the fact that the dividend has occurred. 

We can also model the dividend yield, which is when the dividend is a known proportion of the stock price. If the total dividend yield (there is one dividend yield per actual dividend and there can be many dividend dates during the life of the option) is denoted (, the underlying will correspond to



S0ujdi-j    j = 0, 1, …, i

before the dividend date occurs. If it has occurred, the value of the underlying will correspond to



 S0(1-()ujdi-j    j = 0, 1, …, i 

4.8
Real Options: The Analogy

As discussed in section 1.1, we live in an uncertain world. That the NPV method has come under intense criticism is because it doesn’t deal well with this fact. Implicitly it makes some assumptions that rarely are good descriptions of reality, namely that the future is certain and that management must remain passive throughout the investment’s life.

Also, how it handles uncertainty is to discount heavily for it. Due to this practice, many potentially very promising projects may never have seen the light of day. Real options theory, on the other hand, offers a completely different take on uncertainty. It realizes that there may be limited downside risk in a project because of flexibility inherent in the project, but that the upside potential remains intact. 

In the view of real options theory, uncertainty may actually raise the value of a project because with volatility the potential upside grows larger while the downside is still protected against through the project’s own flexibility. For example, the option to defer investment means that we are free to proceed in the good state of the world and also free to not undertake the project should the bad state of the world come to pass.

The resemblance with financial options should be clear. The same beneficial asymmetry appears here: we have the right, but not the obligation to invest. A possible definition is the following:

Definition 4.4 Real option

A real option is the right, but not the obligation, to take an action (e.g. deferring, expanding, contracting or abandoning) at a predetermined cost called the exercise price, for a predetermined period of time – the life of the option.

The option to defer is therefore analogous to a call option on a dividend paying stock. This means that the capital budgeting decision can be modeled in much the same way as financial options, thereby offering a superior way to incorporate uncertainty and flexibility into the valuation of the project.

And the analogy holds not just for call options. If we are in a situation where we can invest in a project and still be able to dispose of it should conditions deteriorate, what we have is in fact a put option on the gross value of the underlying project. There are other types of real options, all differing in the flexibility they provide. 

To be a good description of reality, many real option models need to incorporate several types of options simultaneously, such as switching options present in gold mines. They may also involve several options that appear at different points in time and where the succeeding option is contingent on the exercise of the preceding option. These are called compound options and are often present when the projects consists of a series of phased investments. 

4.9
Carrying the Analogy Over

4.9.1
Using a Twin Security

While it is not too difficult to see that capital budgeting decisions can be seen as options on a conceptual level, it is not as easy to see how the valuation principles can be implemented in practice. 

In previous chapters I presented the principles underlying options pricing, and as could be seen options pricing relies heavily on arbitrage arguments. For us to correctly price the claims from a project, we must somehow establish a link to the financial markets where the arbitrage argument can be used.

The arbitrage argument cannot be used in real markets because assets are not traded frequently enough for that kind of market efficiency ever to come about. So what is needed is to find a security in the financial markets that has the same risk/return characteristics as the project we are contemplating investing in.

If such a security can be found, with it we can create a portfolio, called the cash-equivalent portfolio, which yields the same cash flows as the proposed investment in every scenario. Alternatively, we could use the risk-neutral methodology to calculate the probabilities that would equate the current price of the twin asset with its discounted future values one period hence.

Establishing a relationship between the price of a publicly traded asset and the cash flow from the proposed investment is the chief difficulty of this approach. Concerning the twin security, we make the following observations:

· If the size of a cash flow is unrelated to any marketed asset, it will not add significant risk to a well-diversified portfolio and we can therefore treat the investment as essentially risk free.

· A natural candidate for the cash-equivalent portfolio is the firm’s own stock, but it introduces the problem that the stock price may already reflect the cash flow from the investment. An industry stock average or “market” portfolio could be used.

· Lacking a body of theory that could associate traded assets with cash flows, a purely empirical relationship must suffice. That such an empirical relationship is enough for the arbitrage argument to hold is one of its chief virtues.

However, the consensus is growing that this is not a very fruitful approach for dealing with valuation of real options. There are two main reasons

i. It is nearly impossible to find market-priced underlying risky assets

ii. The volatility of the underlying project is not the same as a traded asset’s even if they are clearly correlated.

To understand the last point, consider a gold mine. The volatility of the price of gold is a feasible proxy for the volatility of the project, but not a perfect one, because there is operational and financial leverage in a gold mine increasing the risk (i.e. the volatility) of the underlying project as compared to the price of gold.

These difficulties have constituted a major stumble-block for implementing real options analysis, but fortunately for practitioners a new methodology has been proposed and this will be the subject of the next section

4.9.1
The Marketed Asset Disclaimer

First, we make the proposal that the twin security to be used in valuing the project should be the present value of the project itself (assuming no flexibility). To defend this choice, it can be noticed that no asset could be better correlated with the project that the project itself and that its present value without flexibility is the best, unbiased estimate of the market value of a project.

In making the last assumption we arrive at the Marketed Asset Disclaimer (MAD), which allows us to value a real option and get the same result as if we had available a perfectly correlated financial asset. The great advantage, of course, is that the present value of the cash flows is easier to estimate. 

To make the approach implementable we need a second assumption: that properly anticipated prices fluctuate randomly. This is a result that has been proven theoretically by Paul Samuelsson . It says that regardless of the pattern (cyclicality) of the cash flows produced by the project/company, the rate of return of any security that derives its value from these cash flows will nevertheless follow a random walk.
    

To see why, we note that it assumes that investors have complete information about future cash flows and that this information is incorporated in the current price of the security. So because of complete information, no matter the cyclicality of the cash flows, only deviations from those predicted cycles will cause volatility in the rate of return on this particular asset.

Making use of these two assumptions, valuing the option is a four-step procedure:

i. Compute base case present value of the project assuming no flexibility

ii. Model the uncertainty in a so called event-tree to understand how the present value of the underlying develops over time

iii. Identify managerial flexibility in the project and turn the event tree into a decision tree

iv. Value the project with flexibility by starting at the end node of the tree and find the value maximizing decision at each node in the tree rolling backwards

The question remains as to what the project’s volatility is. The overall volatility in the rate of return on a project may have several sources: there may be uncertainty about future price levels, future costs, future quantity of output and so forth. 

The volatility of the risky variables that drive the rate of return on the project can be estimated in two ways: either by using historical data or subjective estimates by management. They can be correlated with each other or itself through time (i.e. autocorrelation or mean reversion). If we use Monte Carlo Simulation to simulate the project’s present value in different states of the world, however, these uncertainties can be combined into one – the volatility in the rate of return of the project.

4.10
The Option to Defer

This essay takes aim primarily at valuing the option to defer investment in a project. This type of option has been described as in the definition below.

Definition 4.5 The option to defer

A deferral option is an American call option found in most projects where one has the right to delay the start of the project. Its exercise price is the money invested in getting the project started

If we let V denote the value of the cash flows it is expected to generate and X the cost of getting the project started, at the end of the option’s life t = T, its value is mathematically written as

Max [VT – X, 0]  

That is, if the value of the underlying project exceeds the exercise price, we will exercise the option (meaning that the project will be carried out). If the value of the underlying isn’t high enough to justify paying the costs to get the project started, we will not exercise and our payoff from the option will be zero (rather than having to suffer the losses).

If we value this option, we will arrive at an expanded NPV–value of the project, that is the sum of the NPV without flexibility and the value of the option.

Definition 4.6 Value of a project with the option to defer

Value of project with flexibility = NPV of project assuming no flexibility + Value of the option to defer.

The value of the project at t = 0 will be the maximum of
 

· Vt = 0   (Investing immediately)

· 0 (Not investing)

i. The flexibility value of deferring

There will be a trigger value V* , at which the value of the missed net cash inflows equals the flexibility value of deferring. Any flexibility value above this point will induce deferment, whereas a flexibility value below it will induce immediate investment.

This rest of section will further discuss the nature of and intuition behind the value of a project in which the owner has the option to defer it (infinitely). The standard application of the NPV-rule misses the point that any investment opportunity competes not just with other projects but also with itself delayed in time.
 

The value of a project stems from three sources:

i. Its NPV if it were undertaken today

ii. Embedded options built into the project itself

iii. An option on the movement on capital costs and prices 

The third factor refers to the observation that if investment is undertaken today, there is an opportunity cost in the fact that we lose the option to undertake the project at some later date when financing terms are more favorable (i.e. capital costs are lower). 

This is best understood through an example. Suppose there is an investment with an up front cost and a positive cash flow at some point in the future. The cash flow is sure to be realized, so we need only discount with the risk free interest rate. At current interest rates, the NPV-formula yields a slightly negative value. 

The decision-making in this project has three aspects to it.

ii. It is a good decision to not undertake the project at the current interest rate, because the NPV is negative

iii. It is a bad decision to sell the project for a trivial amount because the project includes all the rights to undertake it in the future. With interest rate uncertainty, the project is equivalent to a call option on a bond with equal length as the project. Just because the NPV is negative today doesn’t mean the project is worthless.

iv. It is an “ugly” decision to undertake the project if the interest is such that the NPV is positive by a trivial amount. When interest rates are uncertain, there is a trade off between taking on the project today and the cost of foregoing the option to undertake the project at some later date when interest rates are more favorable. 

The option’s approach thus means moving away from valuing an investment under the assumption that it must be undertaken today to valuing the opportunity to invest.

4.11
Problems with the Analogy

Although the analogy has made a major contribution to our ability to evaluate capital decisions, it remains imperfect. Here, some of the limitations of the analogy will be discussed. This will lead us to the problem this essay is about, namely the impact of competition on the value of real options.

In both financial and real options theory risk is assumed to be exogenous – that is, the uncertainty about future rates of return is beyond the control of the holder of the option. This assumption is reasonable in the case of financial options but obviously less so with real options, because the holder of the option is the company itself, and management’s actions can affect the value and risk of the underlying.

And then there is the issue about estimating the volatility of the underlying risky asset. With financial options, we have available time series of historical data regarding the returns on the underlying. Using these data, the standard deviation can be estimated. With real options, the underlying is rarely a traded asset, so the estimation of the volatility is often trickier, although possible, as we have seen, even if no traded twin-security can be found.

Also, a financial option gives the holder an exclusive right to the underlying asset on the settlement date.  In many cases, this exclusiveness does not exist for real options. This problem is particularly acute in the case of the option to defer investment, because there may be competition about the opportunity to invest.  

The value of the option to defer is likely to decrease under competition, because what the other aspiring players do will affect our own pay-off from the investment opportunity and their interest is often diametrically opposed to our own. An important concept is that in a competitive market, such as a duopoly, the state value of the investment opportunity will be the Nash Equilibrium outcome of an investment game rather than MAX[V – I, 0] and the option value.

If we look solely at the option value, there will be a bias toward waiting whereas if we look only at the combative aspect we will have a bias toward investing straight away to preempt. What the next chapter will try to do is finding an analytical framework for striking the right balance.




5 Real Option Valuation under Competition

5.1
On Economic Rents and Competition

At this point it will be useful to define the meaning of economic rents, as this concept will resurface many times in this essay.

Definition 5.1 Economic rents

Economic rents are excess profits above the opportunity cost of capital

In order to analyze how options theory interacts with strategy it will be useful to briefly go through the different forms of market. A market is usually classified into one of three categories.

i. Monopoly

ii. Oligopoly/Duopoly (Imperfect competition)

iii. Perfect competition

Under monopoly, the firm is the sole player in the market and there will not be any competition about investment opportunities. From a monopolist’s point of view the option to defer is equivalent to a call option on a dividend paying stock that has a constant dividend payout ratio.

Under perfect competition, there is a tendency for the economic rents of a project to quickly converge to the cost of capital because competitors are free to enter. In the long run competitive equilibrium, all firms earn their cost of capital.

Real markets, however, are often imperfectly competitive. In such a market it is possible to consistently earn economic rents. Under competition, these economic rents should be thought of in terms of sustainable competitive advantage. In other words, a firm can be expected to earn economic rents if it has a competitive advantage in realizing the project.

Depending on the strength of the competitive advantage, the speed of the convergence of economic rents towards the cost of capital will be different. Sources of competitive advantage can be, for example, economies of scale/scope, absolute cost advantages, product differentiation and other barriers to entry.

5.2
Investment Tactics under Competition and Uncertainty

In the previous section it was reviewed how different forms of market means different expectations of the evolvement of economic rents over the life of the project. Most interesting of these market forms is oligopoly because here strategic interactions are often a central part of the analysis. In addition to the development of market demand, firms will have to factor in the behavior of competitors in shaping their investment decision.

So strategic considerations have already been introduced. In this section I will discuss what happens when the situation is complicated further by uncertainty about some exogenous risky variable that will have an impact on the value of the project. This discussion refers primarily to the option to defer investment assuming no exit option.

What variables could logically affect the value of the investment project? In what follows, some investment tactics will be developed based on two factors.

i. The relative market power of the firms in the industry

ii. The NPV of the investment opportunity in relation to the degree of exogenous uncertainty

Obviously, the degree of uncertainty will be important. More uncertainty will make the investment more risky, so that we can make the following proposal (for proof of propositions 5.1-5.3, see Smit H & Ankum LA, A real options and game theoretic approach to corporate investment under competition (1993).

Proposition 5.1

A higher degree of uncertainty about the future distribution of the exogenous risky variable will increase the risk of investing, thereby inducing companies to defer investment

Next, the Net Present Value as of t = 0 will be important. If the NPV is high, there is less to be gained from waiting, because the probability of the project ever ending up out-of-the money is smaller. Also, competitors are also likely to move in quicker if the base case NPV looks high. Therefore, we have proposition 5.2.
Proposition 5.2

 A high base case NPV of the project will induce companies to invest sooner rather than later because the option to defer is worth less when the probability of negative NPV is small. Another reason is that it is likely to make competitors move in early to maximize their share of the market.

Finally, we consider the market power of a firm. The principle at work here is that firms with strong market power has less to worry about competition, and they can therefore attach more weight to the consequences of committing in the presence of market uncertainty. This is because the effect on NPV from letting competitors with neglecteable market power enter the market can be afforded in light of the uncertainty about market demand.

Proposition 5.3

A firm with high market power will have more incentive than one with weak market power to defer investment when there is uncertainty about market demand because less is to be lost to competition effects than from giving up flexibility.  

The principles in propositions 1-3 can be summarized into a set of investment tactics in an oligopoly situation with uncertainty about future demand.

· If the NPV of the project is low and markets are uncertain, a strong firm will take advantage of the relatively higher flexibility value and defer investment 

· If the NPV is high and markets are stable, the flexibility value is relatively small so the dominant firm will invest early instead.

· If the NPV is low, a firm with a weak market position will defer investment to benefit from the resolution of uncertainty.

· If the NPV is high, a firm with a weak market position will invest early hoping to preempt competitors.

5.3
Analyzing First Mover Advantage

5.3.1 The General Principles

In section 5.2 it was suggested that the market power of a firm is a determinant in choosing the optimal investment strategy. The subject of preempting the competitors was also touched upon, and in this section I will probe further into the subject of being first on the market.

In many instances there may be a benefit from being first on the market. This could result from name recognition, being able to build the best network, setting the standard of the product and so forth. It would seem that the more symmetric the market power, the more valuable the first mover advantage would tend to be. The reason is that when firms are fundamentally similar, anything that makes them stand out from the crowd will be beneficial, sort of like a focal point (supposing, of course, that the “thing” is not something intrinsically negative). But naturally a distinct first mover advantage will change the dynamics of the game even when symmetric market power is not the case.

If symmetric market power is at hand the implications of Proposition 5.3 for our investment strategy fall out, and the things we need to focus on are instead the degree of uncertainty and the size of the NPV of the investment opportunity. What I would like to bring to the table is the idea that if the NPV is strongly influenced by who is able to get the first mover advantage, we can reformulate the trade-off as being between moving first and the flexibility value provided by the option to defer.  

Conjecture 5.1

In the case of an investment situation in an oligopoly market with a first mover advantage, the trade off between the flexibility value of the option to defer and the first mover advantage of investing first is crucial in determining the optimal investment strategy, but not relative market power

According to conjecture 5.1 relative market power no longer makes a difference in making the trade-off. Although the general rules presented in section 5.2 are still valid, the relative market power itself would not enter the strategic considerations in finding the optimal decision. 

Table 5.1 Attempt at validating conjecture 5.1

Source: The author

Assume two players, Player A and Player B, involved in an investment game.

Player A has a market power giving it a share of 70% of the market. Player B has the remaining 30%. This is common knowledge.

The game has no first mover advantage. Future market demand is uncertain. Investing means committing.

In choosing to invest, both players know that whenever both players have invested the market will settle and they will get their predetermined share of the market. As long as only one player has invested, it will have 100% of the market

As a consequence, the game is perfectly solvable because both players know the division of market power and that being first doesn’t, at any stage in the game, affect this division. 
Both players will choose whether to invest according to their own ability to bear the uncertainty and their expected profitability, given the market power that the rules specify.

The relative market power will still be important, but it will only affect the individual player’s opportunity cost but not any strategic considerations such as pre-empting.
The purpose of bringing this up is that it focuses the problem on the fact that for there to be an competition-induced opportunity cost involved in waiting, there must be a risk of something being lost which cannot be regained after the postponement period. If the same division of market power holds no matter what there is nothing lost by waiting other than the net cash inflows that this market power dictates. And the important point is that this opportunity cost is not competition-induced in the sense that it has to do with competitors’ actions in the future, only their predetermined market power.

In order to decompose this analytical problem further, we note that the investment decision will be a function of two things; the size of the first mover advantage and the value of the flexibility provided by the deferral-option. Knowing that the value of an option is primarily driven by the uncertainty (volatility) about the underlying, we have the following

Corollary

The trade off between the first mover advantage and the deferral option will be a function of the size of the first mover advantage and the degree of uncertainty about the exogenous risky variable

This trade off is of course at the very heart of the whole problem of valuing options under competition and will be exemplified in section 5.3.3.

5.3.2 Sources of first mover advantage

In game theory a first mover advantage is analyzed in terms of setting the stage in a way that favorably affects the outcome of the game. This results from the fact that the first mover is able to commit to a particular action, so that the other players choice of action is reduced to finding the best response given the particular action of the first mover. Any value resulting from this principle could be termed commitment value and a possible definition could be

Definition 5.2 Commitment value

Commitment value is a positive effect on NPV resulting from credibly committing and thereby changing the outcome in a favorable way by removing some strategy combinations, forcing the other players to act contingent on the first mover’s action  

The preemptive effects of such commitments have been widely analyzed by game theorists, and the conditions for commitments to be credible are also well understood.
 Due to time constraints neither will be reviewed here though.

In a market setting the first mover advantage may result not only from committing. It could also come about because there may be a genuine advantage to be had from investing first because of some characteristic of the market situation. It is a rule of the game, so to speak, and it could be about one or several of the following (the list is naturally not definitive).

· Name recognition

· Creating the standard of the product

· Achieving the best distribution net

· Getting a lead in the learning curve

· The acquisition of future growth opportunities relative to competitors

These could be termed intrinsic first mover advantages, for lack of a better word, and it will be defined as

Definition 5.3 Intrinsic first mover advantage

An intrinsic first mover advantage is one due to some inherent characteristic of the game resulting in a positive NPV effect that cannot be recouped by later entrants in the game

A perhaps-useful way to think of intrinsic first mover advantages could be that they alter the predetermined market power in a favorable way.  

We can now define the total first mover advantage as the sum of the commitment value and the intrinsic first mover advantage.

Definition 5.4 Total first mover advantage

Total first mover advantage = Commitment value + Intrinsic first mover advantage
Committing has a positive effect on NPV through its effect on other players’ choice of action. An intrinsic first mover advantage on the other hand has a positive effect from the sheer fact of being first independent of what actions the other players are going to do at a later stage in the game. 

We can summarize the decision rules in an oligopoly situation as follows

Table 5.2 Decision rules for firms in oligopoly with symmetric market power

First mover advantage
Market uncertainty
Decision rule

Yes
No
Invest immediately (if positive NPV)

No
Yes
Defer investment

No 
No
Invest (if positive NPV)

Yes 
Yes
Trade-off

5.3.3 An Example

As follows from looking at table 5.2 the interesting case is when there is a first mover advantage but also market uncertainty. To analyze this further, I will proceed by means of an example. The game describes a situation of irreversible investment under imperfect competition where players have the option to defer investment, and where the simplifying assumption is made that the market price is independent of the number of producers.

Analyzing such a game provides some interesting insights into how competition and options interact. There is no commitment value in this example (although it might first appear that it is), but this is not meant to suggest that this should be the prevailing case in the real world.  Nor is the example meant to be innovative in any way, it is only a simplistic attempt at looking at the principles at work when there is both an option to wait and, at least seemingly, value from commitment. Far more sophisticated models describing this type of situations are available elsewhere. 

This game will be re-introduced in section 5.3 to illustrate how strategic uncertainty can reduce the value of an investment opportunity.

The rules of the game are as follows

Table 5.3 Capital investment game with deferral options and exogenous uncertainty     Source: The author

Players

Player A and Player B

Information sets

There is symmetric market power and complete information. At t = 0 both players knows nature makes a move at t = 1 to determine market demand, and they also know the probability distribution of the value of market demand.

Actions and events

Both players choose at t = 0 whether to invest or defer investment

At t = 0.5 any player can, having observed at t = 0 the other player’s decision, choose to invest

At t = 1 nature makes a move and determines market demand. With a probability of 0.5 demand is high, and with probability 0.5 demand is low.

We note the following: Invest at t = 0, t = 0.5 and at t = 1 are mutually exclusive. Investing means committing, so there is no flexibility to exit the game at t = 1 should demand be low.  At t = 0.5 no new information has arrived.

Payoffs

If nature picks high, present value (PV) of demand is 400. If nature picks low, demand is 50. Player A’s costs have a PV of 200. Player B’s costs have a PV of 150. The symmetric market power means that the players share the market equally if both invest.

Outcomes

The outcome includes a description of who invests and when as well as the profit to each player.

Let us first analyze the game assuming there is no flexibility, meaning that the investment must be undertaken today. This is thus a detour from the rules of the game as outlined above, but it better illustrates how the option to defer works when it is reintroduced, illustrating the philosophy of “opportunity” to invest rather than “have to invest today”. Since both players must make the decision at t = 0, the game is one of simultaneous moves.

With a 0.5 probability the game will have the following strategic form.

Table 5.4 Game matrix assuming no deferral option, high demand

Player A/Player B
Invest
Not invest

Invest
0/50
200/0

Not invest
0/250
0/0

With a 0.5 probability, the game will be:

Table 5.5 Game matrix assuming no deferral option, low demand

Player A/Player B
Invest
Not invest

Invest
-175/-125
-150/0

Not invest
0/-100
0/0

We note that table 5.4 is dominance solvable, because Player B will invest irrespective of what Player A does. The equilibrium outcome is (0,250), because not investing is Player A’s best response. It follows that in table 5.5 player A would not choose to invest either because the expected payoff is even worse in that state of nature. Player B will choose to invest because the expected payoff of investing is 0.5 * 250 + 0.5 * (-100) = 75. This is the value of the investment, to Player B if it had to be undertaken today.

Now we return to the rules of the game as specified in table 5.3. Both players have the option to defer investment to t = 1 right after nature makes a move. Conceptually, this means we are moving away from valuing the investment under the assumption that it must be undertaken today and instead viewing it as an opportunity to invest at either t = 0 or t = 1.

Player B might think along the following lines. Instead of investing right now, which renders an expected payoff of 0.5 * 250 + 0.5 * (-100) = 75, it is possible to wait and let uncertainty resolve itself. Since Player B would only invest in the good state of the world, we are now contemplating the expected payoff 0.5 * 250 + 0.5 * 0 = 125. Since 125 ( 75 Player B would draw the conclusion that it is better to defer, indicating an option value of 50.

But this is forgetting that there is still competition from Player A about the opportunity to invest. The option to defer changes the dynamics of the game. If Player B decides to wait, player A can choose to turn the game into a sequential move game by investing at t = 0.5 and make the analysis that it will be in player B’s best interest not to invest given that Player A has already invested. Logically, since no new information has arrived, the decision should be a repeat of the decision at t = 0, but let’s see what happens

Note that Player A would be assuming that Player B, knowing that Player A has already invested, will be comparing the following two payoffs:

i. If I invest, my expected payoff is 0.5 * (-125) + 0.5 * 50 = -37.5. The first term represents low demand (50/2 – 150 =  – 125), the second high demand (400/2 – 150 = 50).

ii. If I don’t invest, my expected payoff is 0.5 * 0 + 0.5 * 0 = 0.

Since under this assumption Player B would not invest (0 ( (-37.5)), player A would be thinking that investing is the best action. Her strategy Invest at t = 0.5 yields a positive expected payoff (assuming a decision not to invest from Player B at t = 1) because 0.5 * 200 + 0.5 * (-150) = 25. The first term is the high demand scenario (400 – 200 = 200) and the second is the low demand scenario (50 – 200 = (-150)) 

So if Player A is making the right analysis, the conclusion must be that there exists a first mover advantage in this game from committing, because by waiting to invest Player B lets Player A seize this advantage. This leads to a worse outcome for Player B. If Player B recognizes this line of reasoning, which he will because game theory assumes rational players, he will undertake the investment immediately receiving an expected payoff of 0.5 * 250 + 0.5 * (-100) = 75. 

This is of course the same payoff as in the game where none of the players had the option to defer. The interpretation seems to be that the option to defer is worth zero, which is equivalent to saying that the value of the opportunity to invest is equal to the investment if undertaken at t = 0 and that the reason for this being so is the existence of competition. 

The only problem is that Player A’s analysis is wrong in the first place. There is another layer of analysis in this game. To see why it is wrong, we note that the rules of the game in table 5.3 say that both players have the option to defer investment until t = 1 upon seeing nature’s move. This means that even if Player A invests in an attempt to seize the apparent first mover advantage, Player B can choose to invest at t = 1 if demand turns out to be high.

So in reality, Player A will have an expected payoff from investing at t = 0 of 0.5 * 0 + 0.5 * (-150) = - 75. The first term is 400/2 – 200 = 0 because when nature picks high, Player B will exercise the option to profit from high demand. 

So the fact that Player B has the option to defer means that the equilibrium outcome as wrongly calculated by Player A is destroyed. This brings us back to the game analysis where Player B can defer investment to take advantage of letting uncertainty resolve itself without risk of Player A pre-empting.

In conclusion, then, the true equilibrium outcome is that both players defer at t = 0 and that Player B invests at t = 1 if nature picks high demand and chooses not to invest if demand is low. In equilibrium, Player A will defer at t = 0 and not undertake the investment at t = 1 in either state of the world because the payoff from doing so is zero.  

5.3.4 Comments on the Example

The example in the previous chapter showed the principles underlying the interaction between competition and flexibility. In some circumstances when the first mover consist only of the ability to set the stage, it will be neutralized because the other player will always take advantage of the flexibility provided by the option to defer. The commitment didn’t work in this example because the volatility was high enough to render it worthless. 

It can easily be shown that there is commitment value in the game in the previous section if we change the numbers a little. Let’s say instead that demand is 300 if high and 200 if low and that A commits. If demand is high B will receive 300/2 – 150 = 0 from investing at t = 1 and therefore will not bother. A therefore gets an expected payoff from committing at t = 0.5 of 0.5 * 300 + 0.5 * 0 = 150. 

The difference is that here the volatility of the risky variable (demand) is much lower. This has served to illustrate the quite intuitive point that moving first and committing means bearing uncertainty and the higher the variance the less advantageous this will be (when investing means committing I should add).

5.4
The Opportunity Cost in Real Options Analysis

In this section the analogy between financial and real options is extended to include dividends. In section 4.6 we looked at how dividends are adjusted for in the binomial model assuming a European-type option. It has already been established that the option to defer is analogous to a call option. But we have also noted that it is an American-type option because the holder of the option to defer is usually free at every point during the option’s life to choose whether to exercise or not. 

A general result in options theory is that early exercise of an American call option on an underlying that pays no dividends is never optimal.
 The intuition is that when exercised, the owner of the option gets the underlying asset whereas if unexercised the holder has the rights to the underlying, but also the protection against a downward move during the remaining life of the option. So in such cases we would have the equality C = c (see notation in 4.1).

This is an important issue because if we apply valuation techniques for European call options on real project opportunities, we will get the unrealistic decision rule that it is always optimal to wait as long as possible before exercising the option.
 

Introducing dividends changes the picture because a dividend is only due to be paid to the owner of the underlying. So the holder of the option must trade off the value of exercising and immediately receiving the dividend and keeping the option and therefore the protection against downside risk. If the option is European we clearly don’t have the choice of early exercise so with dividends we have C ( c.

To value an American-type option on a dividend-paying underlying asset we have the following steps.

i. Construct a binomial tree for S* with the same up- and down parameters as for S

ii. Add the present value of dividends I to each node in S* (  we get an opportunity tree for the underlying stock price

iii. Work backwards through the three and compare at every node the value of the option if left unexercised (as calculated with the risk-neutral methodology) with the value of exercising to get the underlying (S – X). At every node choose the highest of the two

We make the observation that it is only optimal to exercise immediately preceding the dividend payment, and that it can also be showed that in most circumstances it is only the final dividend date that need to be considered. 

If we now look at the deferral option on a non-traded project, what can we say about the opportunity cost of waiting? What principles apply? 

· With a financial option, we have the right to acquire an underlying that will drop in value at some future date because of a dividend cash payment.

· With a real option (to defer) we have the right to acquire an underlying asset (the project) which decreases in value starting a t = 0 because of foregone cash inflow  

There is a fundamental difference here. The opportunity cost of in the case of a financial option occurs at a known date in the future, and, given that we can estimate the volatility, we can make a trade-off between the value of the dividend and the value of the protection against uncertainty.

In the case of a real option, the opportunity cost consists of missed operating net cash inflows that occurs as of t = 0 and going forward, not a known date in the future, say, t = 1. Instead of at a known date in the future, we can think of the missed cash flows as occurring up to a known date (the decision nodes in the binomial tree). 

To the extent theses missed net cash inflows exceed the firm’s cost of capital, it constitutes an economic rent and therefore an opportunity cost. The reason that a firm, under some circumstances, is willing to sacrifice this economic rent is of course that it is valuable to wait and see under market uncertainty. As always, just because the project is in-the-money today doesn’t mean we should invest right away because giving up the downside protection of the deferral option counts as a real economic cost. Anyway, let’s denote this economic rent ER

The next step in evaluating the dividend-analogy is to introduce competition because as we discussed in section 4.10, competition has no natural equivalent in the financial markets. If we assume the existence of a first mover advantage, we have to add to the opportunity cost the probability that waiting will cause it to be lost to competitors. We could call this E(LFMA), where LFMA stands for Loss in First Mover Advantage. 

I think it would a helpful way to frame the whole concept if we think of E(LFMA) as a present value concept, that is, the discounted value of the cash flows the first mover advantage would pay off. That way the dividend analogy holds up very well: the opportunity cost is the discounted value of cash payments occurring between now and some future date, or in the case of a financial option, on some future date. The main difference is that with a real option, the missed cash flows could be anything between a steady stream and a few large cash inflows, depending on the type of the project, whereas dividends are simply known amounts to be paid at discrete points in time. 

A possible definition of the total opportunity cost in real options analysis is

Definition 5.5 Total opportunity cost of deferring

The total opportunity cost of deferring is equal to I(ER)+ E(LFMA)

Where

I = The invested capital

ER = the amount by which the expected rate of return on the project exceeds the projects cost of capital

E(LFMA) = The expected loss in first mover advantage, that is the NPV of the first mover advantage *  the probability that waiting will cause loss of first mover advantage.

We see that one part of the opportunity cost is determined by the expected return on the underlying, as determined, partly, by the division of market power between the players in the game, while the other part is purely competition-induced. The expected loss first mover advantage is still a very vague concept, and needs to be better understood. This, and how to actually estimate the opportunity cost, will be the subject of the next chapter.

5.5 The Opportunity Cost as a Function of Incomplete Information

5.5.1 Introduction

In the previous section I speculated that the total opportunity cost of deferring consists of two parts:

i. The foregone economic rent as given by the predetermined market power

ii. A competition-induced risk of losing the first mover advantage

So at this point what we need to ask is of course how these can be estimated. 

About the foregone economic rent we can note that it concerns the value of the project without the option to defer, which follows from the fact that we are talking about returns that would accrue to the project were it already running (under some assumption about competition). As a side-note: if the rate is negative, it means that without first-mover effects we would definitely defer and enjoy maximum option-value because we have no incentive to invest today. 

To estimate the first mover advantage, as already hinted at, one possibility is to view it as a present value concept. We could ask the question: what additional cash flows would we expect as a result from getting the first mover advantage? That is, we need to know what is to be gained from being the first mover and how much it is worth in terms of present value. As managers, our guess is as good as any. Valuation is about finding objective estimates wherever possible, but using best guesses in circumstances where subjectivity is a must. This is evidently one of those instances.

Armed with estimates of both the foregone rate of return and the value of the first mover advantage we are one step closer to being able to make the value-maximizing trade-off between moving first and keeping the option to defer. In the next sub-section these factors will be put in a game theory context with some perhaps unexpected results.

5.5.2 A Game Theoretic Framework

Having assumed that we know the present value of the first mover advantage and the foregone rate of return the next step is to evaluate how these factors change the strategic dynamic of the game.

The answer should be that they don’t. With the standard assumption of common knowledge, the sizes of these variables should be known to all players and factored into the payoffs of the game. If the probability distribution of the risky exogenous factor is also known, the players will be able to apply the usual solution concepts to calculate their best move in such a way that a equilibrium outcome can be found.

Conjecture 5.2 

In a game of perfect information with a stochastic exogenous variable affecting the payoffs and with a first mover advantage, an equilibrium outcome can be found (given that one exists) by applying standard game theory solution concepts. This equilibrium outcome will encompass the value maximizing trade-off between moving first and deferring for all players and produce the value of the opportunity to invest at t = 0 for any given player.

The size of the opportunity cost is known and will be incorporated by the players like any other cash flow. For example in the game presented in section 5.3.3, we could just add the precondition that there is a first mover advantage with a PV of 50 and rework it using the same analytical tools to find the equilibrium. According to this, then, there will never exist an unexpected loss of first mover advantage because it is known from the beginning and traded off at t = 0, resulting in the equilibrium outcome. 

We can think about it like this. If there is competition about an opportunity to invest, the only time we have to worry about this competition is when there is a first mover advantage (see Table 5.1). If there isn’t one we can safely choose to defer, provided that the option value is larger than the value of the foregone economic rent, because demand will be divided up according to the predetermined market power of the players. Only a present value in the form of a first mover advantage could in such a case possibly induce a player to give up the option defer, so this is what we should zero in on.

So long as the PV of moving first is common knowledge, the game can be solved as usual because players will use this knowledge to trade it off against the option value and we would have equilibrium. Now here’s the catch: we would only get this result in a world with complete information, in which there is no uncertainty whatsoever about the rules of the game. This would rarely be the case in an actual investment situation, which is the issue of the following sub-section.

5.5.3 The impact of imperfect information

To repeat the previous conjecture: if all players know PV of the first mover advantage, this is part of the payoff in the game and it is possible to calculate the value maximizing action of each player. When all players are choosing their value maximizing decision given the rules of the game, what we have is the equilibrium outcome (this is assuming that the game is such that equilibrium exists).

The obvious problem is of course that such equilibrium would not be very robust. A robust equilibrium is one that remains intact even when the values of the model parameters are altered (within a reasonable range).
 If even a small change in one of the parameters results in a different equilibrium, the model’s prediction about play is not reliable.

And if we think about it, a model that requires player to accurately predict a stochastic, profitability-affecting variable as well as a vaguely defined first mover advantage (in terms of present value!) is bound to be fraught with uncertainty. Furthermore, players are required to have perfect information about factors like relative differences in efficiency and capacity. What this means is that we are faced with a game of incomplete information rather than complete information. 

To derive the E(LFMA), how could we proceed? For starters, it would be necessary to make an estimate of the relevant rules of the game. They would include, among other things: 

· The probability distribution of the stochastic variable

· Present value of demand in each scenario

· The present value of the costs of each player

· The present value of the first mover advantage

To keep things simple, in the rest of the essay I will focus on uncertainty about the size of the first mover advantage.

If we assume that the size of the first mover advantage, as estimated by us, is the correct one and that the other players are reaching the same conclusion, the equilibrium behavior of each player can be deduced. Then its time to allow for the inevitable uncertainty in the model. We realize that the other players could be making different estimates.  For example, “if they believe that the present value of the first mover advantage is in fact X and not Y, what happens to the equilibrium outcome?”

There are four levels of complexity in games of incomplete information (see section 3.6) depending on what the uncertainty means for the strategy choice of the other player. What they have in common, though, is the need to estimate the probability of the other player being a certain “type”. That is, in this case we need the probability that our best guess about the other player’s estimate of the size of the first mover advantage is wrong.

The equilibrium will dictate a certain “best” strategy. If there were no uncertainty about the rules, this exercise would also indicate the value of the investment opportunity. But the fact that there is uncertainty means a probability that the game will be played out differently because competition might act in a way we thought they wouldn’t. Stated differently, there is a risk we have guessed wrong about the conjecture competition has made, and this might lead us to make a decision at t = 0 that turns out to be sub-optimal. 

The only relevant case is when competition’s estimate of the size of the first mover advantage (or any other relevant variable) differs from the equilibrium scenario to such a degree that it would induce competition to act differently from what equilibrium dictates. And some further thought tells us that the only time this would signify a economic cost is when there is a probability that we will loose out on the first mover advantage when equilibrium tells us that it is safe to defer.

Conjecture 5.3

The only case where there is an opportunity cost of deferring is when the optimality of the decision to defer hinges on competition also deferring. The opportunity cost will then be given as the probability that competition will act in this non-equilibrium way times the size of the first mover advantage.
Once one starts to think about it, this is a trivial insight. But to clarify things, consider the three mutually exclusive scenarios in Table 5.6.

Table 5.6 Attempt at validating conjecture 5.4

Source: The author

SCENARIO
ACTIONS IN EQUILIBRIUM

Scenario 1
We invest at t = 0. The option game is over

Scenario 2
The game analysis tells us it is in our best interest to defer regardless of what competition does (dominant strategy)

Scenario 3
The game analysis tells us that it is in the best interest of competition to defer at t = 0 and that it is in our best interest to defer given this fact

The idea is that there is always a probability that competition will not use their equilibrium strategy (because we have specified the game incorrectly), and if this means a probability of an undesirable outcome this should count as an economic cost and reduce the value of the opportunity to invest.   

The only scenario where an opportunity cost might arise is in scenario 3 because in it the decision to defer is value maximizing if and only if competition also defers, leaving the first mover advantage intact until the subsequent stage of the game. 

Now, to repeat, equilibrium tells us that we are safe in deferring. However, we know that the rules of the game in our analysis are only guesses and there is a probability that competition invests in spite of it not being in their best interest to do so (according to our game analysis). The opportunity cost of waiting will depend on our estimate of the probability that this undesired scenario does occur. 

If the uncertainty in the game analysis regards a certain variable, for example competition’s estimate of the size of the first mover advantage, there will be a given value of the variable at which competition will choose some other action than the one specified in equilibrium. Such a threshold value is usually called the trigger value.

To exemplify, denote the uncertain variable X. According to our analysis variable X will take on the value XH and this is common knowledge. The equilibrium we get using X predicts that both players will defer. But what if there is a probability that competition doesn’t realize it is in his best interest to defer? And is there a probability he might be attaching some other value to variable X than XH?  Let us say XQ is the value where it becomes optimal for competition to invest at t = 0 and that XQ(XH, that is, XQ is the trigger value. The question now is this: what is the total probability, in our view, of competition attaching the value XQ or higher to variable X? We know he shouldn’t (according to our own estimates) but we know he could be. This probability is therefore equal to the probability of losing out on the first mover advantage, and we know we need to at least share in on this first mover advantage for our investment to be profitable.

At this point I think it could be useful to find a simple term for expressing this type of uncertainty, instead of the complexities associated with the terminology of incomplete information. Since what we are dealing with doesn’t involve uncertainty about all aspects of the game, only competition, a narrowing down seems plausible. More specifically, the uncertainty is about factors like:

· Are our competitors actually pursuing the goals that we think they ought to be? Can we count on them acting rationally? What is their true value system anyway?

· Do they have the cost structure we think they have? Or do they really have the production capacity that our analysis suggests they have?

· Can we be sure that they are expecting demand to develop at the rate we believe them to?

· Does competition take it for granted that we know the rules of the game or could it be attaching uncertainty to how we perceive the game?

And so on. If we are unsure about some aspect ourselves, such as “Who are the players in this game?” we do not know exactly what the game we are in looks like. This is uncertainty about the rules of the game. But to be strategic uncertainty it must involve competition, and the relevant question with strategic uncertainty would be “We know the list of players, but do our competitors really know who the players are?” 

Unable to find a definition of strategic uncertainty in the literature, I will use the following definition.

Definition 5.6 Strategic Uncertainty

Strategic uncertainty is uncertainty on our part regarding competition’s perception about the rules of the game

Strategic uncertainty is worth defining because it addresses the important issue of how much faith we can have in our equilibrium analysis of an investment situation that has a combative aspect to it. Later in the essay I will argue that the opportunity cost of deferring can be derived from analyzing the strategic uncertainty in a game.  

5.6
Valuing the Option to Defer under Strategic Uncertainty

5.6.1 
A description of the approach

I have put forward the (not-so-revolutionizing) thought that the opportunity cost under strategic uncertainty is intimately connected to the probability that waiting leads to a loss of first mover advantage. The risk of the predicted equilibrium outcome being wrong is, in some circumstances, equivalent to an economic cost that reduces the value of the investment. In this section I will develop one approach to deal with the problem, keeping it on a conceptual level. In section 5.6.2 the approach will be somewhat formalized. 

But the analysis so far has been concentrated to a game theoretic framework and ignored the factor that makes option valuation superior (in the sense of estimating market value) to other option analysis tools, namely the correct discounting of uncertainty. To actually value the opportunity to invest, including the option feature as well as competition, we need to fit the data into an option valuation model. 

What an opportunity cost means in practical terms is of course that the value of the investment is lower. The perhaps most logical way to adjust for strategic uncertainty would be to adjust the value of the underlying, that is, to create an alternative binomial tree with which to value the option, just as we do with dividends when we value a financial option.

The fact that the opportunity cost can be seen as a present value means that an adjustment could be made to the value of the opportunity to invest as calculated using the equilibrium scenario but without the option to defer. In what follows, I will assume that

· There exists a first mover advantage

· The situation corresponds to scenario 3 in Table 5.6 (p.48)

To proceed, I assume no flexibility (meaning that all players invest at t = 0) and make a game theoretic analysis. Use the equilibrium outcome to value the investment in line with the first of the four-step-process proposed by Copeland et al. It is never stated explicitly in their book, but a base-case NPV must be made under some assumption about competition. We then have

Base case NPV = NPV without flexibility under some assumption about competition

Normal Real Options theory would now have us constructing a binomial tree with this NPV as underlying to get the expanded NPV, calculated using the standard option pricing methodology of working backwards the tree. This renders us

Expanded NPV = NPV without flexibility + Value of option to defer. 

But this is ignoring the effects of strategic uncertainty. The opportunity cost is, as argued previously, the probability that deferring will induce a loss in first mover advantage times the size of the first mover advantage. 

If a second analysis is performed to allow for this uncertainty, we can investigate the effects on competitive equilibrium under various scenarios. It would necessitate that the PV of the first mover advantage is estimated, as well as the total probability of some variable reaching a trigger value that would cause this advantage to be lost. And since it will come out as a present value, we can simply subtract it from the valuation as indicated using the analysis.

This step means that we have corrected the investment’s value for the existence of competition, and we can use it as the underlying in the binomial lattice. We would then have an alternative event tree and if we value the option to defer using this alternative we end up with the value of the investment opportunity when both the flexibility and competition have been taken into account. This gives the value as

Expanded NPV adjusted for strategic uncertainty = NPV without flexibility + Value of the option to defer – Expected loss in first mover advantage

5.6.2 A one-period binomial model

Some notation:

Z = Present value of first mover advantage

z = Differential in estimate of PV first mover advantage

q = Probability that waiting will cause Z to be lost

V0 = Base case present value of project under some assumptions about competition

( = dividend yield (expected loss in first mover advantage as a proportion of V0)

W = Value of option to defer

ER = Foregone economic rent

S#i = Strategy Defer for player i

S¤i = Strategy Invest for player i

S#-i = Strategy Defer for all other players

S¤-i = Strategy Invest for all other players

p = risk neutral probability of an up-move in the underlying

u = up parameter 

d = down parameter

The up- and down parameters, as well as p, are calculated using the MAD-methodology presented in Copeland (2001) with V0 as underlying (see equations 4.1, 4.3 and 4.4). 

For us to be, and for there to be an competition-induced opportunity cost, in the situation characterized by scenario 3 in Table 5.6 we need the following conditions.

[1]
W ( 0


[2]
Z ( 0

[3]
q ( 0  

[4]
S#i and S#-i are equilibrium strategies

[5]
W ( ER provided [4]

Assuming away q the investment project could be valued using Figure 5.1

Figure 5.1 Binomial Tree when q = 0
Source: The author
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The value of the project is then the maximum of [V0, 0] and [p * V0u + (1-p) * V0d]e-r* T
When q ( 0 we can create an alternative binomial tree that has a lower value of V, reflecting the fact that there is a possible loss in first mover advantage.

Figure 5.2 Binomial Tree when q  (0
Source: The author
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But figure 5.2 specifies the trade off incorrectly, because if we invest at t = 0 q is irrelevant. So we should add back ( to the initial node in the tree. This is equivalent to assuming a “dividend date” occurring between t = 0 and t = 1, as a result of competitive uncertainty.

Figure 5.3 Binomial Tree with dividend date between t = 0 and t = 1
Source: The author
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The value of the project with the option to defer is then [p * V(1-()0u + (1-p) * V(1-()0d]e-r* T. If scenario 3 in Table 5.6 is at hand, condition 4 tells us that deferring is the optimal choice conditional on competitors also deferring. What Figure 5.3 asks is if deferring is still the optimal choice after allowing for the probability q that doing so will lead to Z being lost. 

Why could this happen? For many reasons obviously, but one could be that competition is in fact attaching the value Z + z to the first mover advantage, enough to tip the equilibrium strategy from S#-i to S¤-i.In this case, q would be the probability that competition is estimating the size of the first mover advantage at Z + z.

5.7
Some Thoughts on the Usefulness of the Approach

The basic idea of this approach is to use game theoretic equilibrium as a prediction of play and let it guide the decision of investing or not investing by help of stating the first mover advantage in terms of present value. Then we analyze the strategic uncertainty in the model to check for possible factors that could induce competition to act in a way that will be costly to us, and in this way we will arrive at the opportunity cost of deferring.

If the model is to be useful, the three factors listed below must come together (and probably some more).

i. Nash Equilibrium must be a reasonably reliable tool in the first place for predicting what will happen (it must be reasonably robust)

ii. It must be possible to make a reasonable estimate of the present value of the first mover advantage

iii. We must be in a situation where the optimality of the decision to defer in fact depends on competition also deferring (see Table 5.6) because otherwise there can be no opportunity cost (at least according to the line of reasoning presented in this essay)

The first point is the subject of a lengthy debate among game theorists, and I will not present the arguments for or against here. But there are circumstances more conducive to Nash equilibrium being reliable, and they are presented in Table 5.7.

Table 5.7 Circumstances contributory to Nash Equilibrium being reliable

INDICATOR
EXPLANATION

Concentrated competition
Amplifies the marginal effects of one rival’s choices on another’s

Mutual familiarity
Increases the likelihood and speed of convergence of adaptive, dynamic learning processes to an equilibrium point 

Repeated interaction
Increases the likelihood that competitors will learn to achieve a particular outcome as a result of an adaptive, dynamic learning process

Consistent strategic roles
Competitors pursue their given strategic roles within the industry, for example leader and follower, and this reflects their behavior

Strategic complementarity
There can be “local complementarity” among competitors, for example the optimal response to a price increase is often a price increase

From what I can tell, the consensus seems to be that Nash Equilibrium can be used as a starting point but that the analyst must be cautious in applying it and well aware of its limitations.
 And the approach presented here asks nothing more of the Nash Equilibrium than that: that it be used as a starting point for prediction of play. 

The second point is very interesting. It undoubtedly puts some strain on the analyst’s creativity, but I think it could be a useful framework for thinking about the whole situation because it begs questions like: Why do we really want to rush off and invest now? What is to be gained from it that cannot be recouped should someone else beat us to the punch? Is the risk of losing this gain enough to make us want to bear the uncertainty it means to go now instead of later when we know more?

What it would mean in practical terms is conjecturing a scenario that answers how big the cash flow differential over the relevant time horizon will be, should we happen to be the first player on the field and get all the benefits this means. It could also be about the cash flow differential from at least not being the last one to enter the game (sharing in on the first mover advantage). It would also involve discounting these cash flow differentials at some appropriate rate. Maybe this could be the subject of a new, more practically oriented essay?

As for the point three, my limited experience stops me from hypothesizing about the value of first mover advantages in real world situations (as it should have stopped me from writing this thesis…). But isn’t it a general wisdom that the big returns goes to the original, whereas the copy-cats that move in later only make marginal returns, because by now everyone knows what a great idea it is so everyone is doing it?




6 SUMMARY

The problem that motivated this essay was that Real Options Valuation currently lacks a way of factoring in competitive aspects in valuing investment opportunities. Game Theory has been recognized as the most potent analytical tool for achieving the searched-for integration of correct valuation techniques based on no-arbitrage arguments and strategic considerations resulting from the existence of competition.

Game theory offers the concept of equilibrium-based predictions of play, and it relies on the logic of players acting in their best interest. This kind of equilibrium is a desirable because it allows an objective approach to analyzing competitive interaction, which is more compatible with the neutral arbitrage based principles of option pricing.

The option to defer is valuable because it gives the investor protection against downside risk. The investor will only choose to invest if uncertainty at some future point in time resolves in a way that gives the investment a positive Net Present Value. There are two factors counterbalancing the incentive to defer: 1) The investment may be in-the-money today, so that deferring means foregoing an economic rent and 2) There may be a first mover advantage in the game that cannot be recouped by later entrants.

It was suggested that there are two possible sources of this first mover advantage. The first is the commitment value that comes about as a consequence of being able to commit to a certain action. The second is an intrinsic part that results from the sheer fact of being first, for example brand recognition, being able to set the product standard or getting the best distribution channels. 

It was then argued that the combined value of the first mover advantage can be estimated by management and expressed in terms of present value. This trick then allows us to add the present value of the first mover advantage as a rule of the game. Assuming perfect information, equilibrium can be found in which each player makes the value-maximizing trade off between the value of the option to defer and the cash flow benefits of investing immediately

In a world of no uncertainty this equilibrium analysis would indicate the optimal course of action and the value of the investment of under this scenario. There would be no opportunity cost as such in such a world because the perfect information makes it possible to factor in all aspects of competition and optimally trade them off in order to guide our decision.
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